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Abstract

Artificial intelligence has increased quickly, allowing the production of highly realistic deepfake
videos, which are extremely dangerous to cybersecurity, privacy, and putting trust in people.
Conventional detector control systems do not necessarily work in real-time and systems are
susceptible to malicious use. The research will suggest a holistic approach to the real-time
detection and mitigation of Al-generated deepfake videos. The framework uses sophisticated
machine learning and deep learning models, such as convolutional neural networks (CNNs) and
transformer based ones, with multi-modal visual, audio, and metadata modeling. The suggested
system is built to work hand in hand with the cybersecurity monitoring systems, allowing to
perform automated threat detection and response, including flagging of content and verification
of the source. Through the framework, experimental analysis has revealed that the framework
can attain high detection ability with minimal latency, providing a scalable platform to digital
environment measures against new deepfake and fraudsters. The research will help in the
creation of more resilient cybersecurity defences as well as offer practical information to

policymakers, platform proprietors and security experts.

Keywords: Al generated deepfakes, cybersecurity, real-time, deep learning, framework of

mitigation, video forensics, multimodal analysis.

I. Introduction

The advent of artificial intelligence (AI) has revolutionized the process of creating digital

content since it allows the generation of extremely realistic synthetic media, often referred to as
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deepfakes. In particular, deepfake videos make use of such advanced generative models as
Generative Adversarial Networks (GANs) and diffusion-based models to edit visual and audio
materials in a manner that is frequently indistinguishable to real footage (Mohammed, 2024;
Ghiurau and Popescu, 2024). These technologies have a tremendous creative and commercial
potential, but also a serious demonstration of cybersecurity, such as misinformation campaigns,

identity theft, financial fraud, and reputational damage (Ratnawita, 2025; Zdrojewski, 2025)

The threats of cybersecurity caused by Al-generated deepfakes are more advanced, targeting the
weakness of both digital and human perception (Karamchand, 2025; Francis, 2025). Several
conventional security measures, including signature-based detection or heuristic surveillance, do
not match the pace and the naturalism of Al-driven attacks (Umeh, 2025; Syed, 2025). The
combination of deepfake content into cyberattacks, social engineering, and misinformation
tactics is why active and adaptive defence mechanisms are critical in order to identify and

counter any threats in real-time (Perumal and Aithal, 2024; Muppidi Rajkumar, 2025).

According to recent studies, it is possible to dramatically improve the level of detection with
multimodal analysis, which involves visual, auditory, or metadata information, as well as
advanced machine learning and deep learning techniques (Mohammed, 2024; Karamchand,
2025; Ghiurura and Popescu, 2024). Nevertheless, there are still issues, especially the
implementation of such detection systems at large scale at low latency and the ability to
withstand adversarial examples (Uddin, 2025; Syed, 2025). Moreover, Al-generated content
surveillance and mitigation bring a complex aspect to cybersecurity systems, as it is associated

with ethical and regulatory concerns (Francis, 2025; Ratnawita, 2025).

The research will create a comprehensive framework of real-time detection and mitigation of Al-
generated deepfake videos on both technical and operational levels. The proposed framework is
aimed at maximizing the available cybersecurity protection and minimizing the threat of
malicious synthetic media in the digital sphere by combining advanced detection techniques

with the automated response measures.
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Il. Literature Review

The proliferation of Al-generated deepfake videos has introduced a new dimension of
cybersecurity threats, challenging traditional defense mechanisms and creating vulnerabilities
across digital platforms. Deepfakes leverage generative models such as Generative Adversarial
Networks (GANs) and diffusion models to synthesize highly realistic audio-visual content,
making detection increasingly difficult (Mohammed, 2024; Ratnawita, 2025). The literature
identifies two major dimensions in combating deepfakes: detection techniques and mitigation

strategies.

2.1 Deepfake Generation Techniques

Deepfake videos are primarily generated using advanced AI techniques, notably GANS,
autoencoders, and diffusion-based models. GANSs, in particular, have demonstrated remarkable
capabilities in synthesizing photorealistic videos, enabling impersonation and manipulation of
digital identities (Zdrojewski, 2025; Karamchand, 2025). These models exploit adversarial
training, where a generator creates fake content while a discriminator evaluates its authenticity,
resulting in increasingly convincing deepfakes. Autoencoders focus on feature mapping for face-
swapping, while diffusion models enhance temporal and spatial consistency in generated videos.
The sophistication of these techniques necessitates the development of equally advanced

detection systems (Francis, 2025; Ghiurau & Popescu, 2024).

2.2 Deepfake Detection Approaches

Current detection approaches can be categorized into visual, audio, and multimodal techniques.
Visual-based methods analyze inconsistencies in facial landmarks, eye blinking patterns, and
artifacts introduced during video synthesis (Mohammed, 2024; Muppidi Rajkumar, 2025).
Audio-based methods detect irregularities in speech patterns, lip-sync mismatches, and acoustic
fingerprints (Syed, 2025). Multimodal techniques, combining visual, audio, and metadata
analysis, have shown superior performance in identifying deepfakes in real-world scenarios
(Perumal & Aithal, 2024; Uddin, 2025). However, these systems face challenges in real-time

detection, adversarial robustness, and cross-platform scalability.
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2.3 Mitigation Strategies and Cybersecurity Implications

Mitigation strategies extend beyond detection to include alerting mechanisms, content flagging,
digital watermarking, and verification protocols integrated into cybersecurity infrastructures
(Ratnawita, 2025; Francis, 2025). Deepfakes are increasingly used for social engineering,
misinformation campaigns, financial fraud, and identity theft, highlighting the need for
proactive defense measures (Zdrojewski, 2025; Syed, 2025). Researchers emphasize the
importance of adaptive frameworks capable of learning from evolving Al threats and integrating

seamlessly with enterprise security systems (Karamchand, 2025; Umeh, 2025).

2.4 Challenges in Current Research

Despite significant advances, several gaps persist in the literature:

Limited real-time detection capabilities (Mohammed, 2024; Muppidi Rajkumar, 2025)
Vulnerability to adversarial attacks (Syed, 2025)

Lack of standardized benchmarks for cross-platform evaluation (Ghiurdu & Popescu,
2024)

e Insufficient integration with broader cybersecurity frameworks (Uddin, 2025; Perumal &
Aithal, 2024)

Table 1: Comparative Summary of Deepfake Detection Approaches

Study Detection Target Strengths Limitations
Technique Modality
Mohammed CNN-based Visual High accuracy for | Limited  real-time
(2024) image analysis facial artifacts performance
Ratnawita Multimodal Visual + | Comprehensive High computational
(2025) fusion Audio + | detection cost
Metadata
Zdrojewski GAN Visual Robust to | Vulnerable to
common
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(2025) fingerprinting manipulations advanced GANs
Karamchand | Ensemble @ ML | Visual + | Adaptable Requires large
(2025) models Audio framework labeled datasets
Francis Deep  learning | Visual Detects subtle | Computationally
(2025) with  attention anomalies intensive
mechanisms
Muppidi Avatar-based Visual + | Targets metaverse | Limited
Rajkumar threat mitigation | Behavioral and social | generalizability
(2025) platforms outside avatars
Syed (2025) Adversarial Al | Visual + | Addresses Sensitive to novel
detection Audio adversarial attack vectors
attacks
Ghiurdau & | Feature-based Visual Lightweight and | Lower accuracy for
Popescu detection interpretable deepfakes with high
(2024) fidelity
Perumal & | Metadata and | Metadata Useful for | Dependent on
Aithal (2024) | behavioral automated platform data
analysis flagging availability
Uddin (2025) | Integrated Multimodal | Scalable and real- | Implementation
security time capable complexity
pipelines
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The literature highlights the increasing sophistication of Al-generated deepfakes and their
profound cybersecurity implications. While detection and mitigation strategies have evolved,
challenges persist in real-time deployment, adversarial robustness, and seamless integration with
security frameworks. These gaps underline the necessity for an advanced, scalable framework
capable of real-time deepfake detection and proactive threat mitigation, forming the basis for the

research presented in this study (Mohammed, 2024; Karamchand, 2025; Umeh, 2025)

I1l. Methodology

This study proposes a robust framework for real-time detection and mitigation of Al-generated
deepfake videos, integrating machine learning, deep learning, and cybersecurity monitoring
techniques. The methodology is structured into four major stages: data collection and

preprocessing, model development, real-time integration, and mitigation strategies.

3.1 Data Collection and Preprocessing

A diverse dataset comprising Al-generated deepfake videos and authentic videos will be
compiled from publicly available datasets such as FaceForensics++, DeepFakeDetection, and
other curated sources. Both visual and auditory modalities will be included to enhance detection

accuracy (Mohammed, 2024; Ghiurdau & Popescu, 2024). Preprocessing steps include:

Frame extraction and resizing

Audio signal processing

Metadata extraction

Data augmentation to improve model generalization (Ratnawita, 2025; Francis, 2025)

3.2 Model Development

The detection framework combines multiple machine learning and deep learning models to

leverage different data modalities. The proposed architecture includes:

e Convolutional Neural Networks (CNNs): For spatial feature extraction from video
frames (Karamchand, 2025; Perumal & Aithal, 2024).

o Transformer-Based Models: For capturing temporal dependencies across video
sequences (Muppidi Rajkumar, 2025).
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e Multimodal Fusion: Integrating audio, visual, and metadata features to improve
robustness against adversarial attacks (Syed, 2025; Uddin, 2025).

e Ensemble Learning: Combining predictions from multiple models to reduce false
positives and improve detection reliability (Zdrojewski, 2025).

3.3 Real-Time Integration

The framework will be deployed in a real-time cybersecurity monitoring environment. Key

considerations include:

Optimizing model inference for minimal latency

Employing GPU acceleration and parallel processing

Continuous monitoring of video streams in social media, video conferencing, and
enterprise communication platforms (Ratnawita, 2025; Francis, 2025)

3.4 Mitigation Strategies

Upon detection, mitigation strategies will be implemented automatically:

Real-time content flagging and alerting

Verification of video source and authenticity

Integration with existing threat response systems for immediate containment
(Mohammed, 2024; Karamchand, 2025; Muppidi Rajkumar, 2025)

Table 2: Methodology Overview for Real-Time Deepfake Detection and
Mitigation

Stage Techniques/Tools Purpose References

Data Collection | Video frame extraction, | Prepare dataset for | Mohammed, 2024;

& audio preprocessing, | training and testing | Ghiurdau & Popescu,
Preprocessing metadata analysis, data | models 2024; Ratnawita,
augmentation 2025
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Model CNNs, Transformer-based | Detect Al-generated | Karamchand, 2025;
Development models, Multimodal | deepfake  content | Perumal &  Aithal,

Fusion, Ensemble | across modalities 2024; Syed, 2025;
Learning Zdrojewski, 2025
Real-Time GPU acceleration, parallel | Ensure low-latency, | Francis, 2025;
Integration processing, streaming | continuous Ratnawita, 2025;
input detection in live | Uddin, 2025
environments
Mitigation Content flagging, source | Minimize impact of | Mohammed,  2024;
Strategies verification, alerting, threat | detected deepfakes | Karamchand, 2025;
response integration and contain risks Muppidi  Rajkumar,
2025

This methodology ensures a comprehensive, multi-layered defense against Al-generated

deepfakes, combining detection accuracy, real-time responsiveness, and proactive mitigation.

IV. Framework Design and Implementation

The proposed framework for real-time detection and mitigation of Al-generated deepfake videos
1s designed to integrate advanced Al techniques with cybersecurity monitoring systems. The
system is structured to efficiently identify, classify, and respond to deepfake threats while
minimizing latency, thereby providing robust protection for digital environments (Mohammed,

2024; Ratnawita, 2025).

4.1 System Architecture

The framework comprises four key modules: Input Acquisition, Deepfake Detection, Threat
Analysis, and Mitigation & Response. Each module is optimized for real-time performance and

scalability.
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1. Input Acquisition:
Videos are captured from multiple sources including social media streams, online video
platforms, and enterprise communication systems. Metadata such as upload timestamps,
geolocation, and source device information is collected for cross-verification
(Zdrojewski, 2025; Karamchand, 2025).

2. Deepfake Detection:

The core detection module uses a hybrid deep learning approach. Convolutional Neural
Networks (CNNs) extract spatial features from video frames, while transformer-based
models analyze temporal dependencies and inconsistencies. Multimodal analysis,
incorporating audio features and metadata, enhances detection accuracy (Francis, 2025;
Ghiurau & Popescu, 2024).

3. Threat Analysis:
Once a potential deepfake is identified, a cybersecurity assessment evaluates the threat
level. This module considers propagation likelihood, target sensitivity, and potential
impact. Machine learning-based scoring ranks the threat to prioritize response (Perumal
& Aithal, 2024; Syed, 2025).

4. Mitigation & Response:

Detected deepfakes trigger automated mitigation actions, including content flagging,
source verification, and alerting system administrators. The framework also supports
digital watermarking and blockchain-based verification for higher trust assurance
(Muppidi Rajkumar, 2025; Uddin, 2025; Umeh, 2025).

4.2 Workflow

The framework follows a sequential processing pipeline:

1. Video ingestion — 2. Feature extraction — 3. Deepfake classification — 4. Threat
scoring — 5. Automated mitigation and alerting

This workflow ensures rapid detection and response while allowing human oversight for high-

risk cases (Mohammed, 2024; Ratnawita, 2025).

4.3 Implementation Considerations
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e Real-time performance: Utilization of GPU acceleration and optimized model inference

to reduce latency.

e Scalability: Cloud-based deployment supports simultaneous monitoring of multiple

streams.

o Robustness: Integration of adversarial defense techniques to prevent evasion by
advanced deepfakes (Syed, 2025; Francis, 2025).

Table 3: Framework Components Table

Module Functionality Techniques Used Key References
Input Collect video streams | Metadata parsing, video | Zdrojewski  (2025),
Acquisition and metadata stream capture Karamchand (2025)
Deepfake Identify  Al-generated | CNNs, Transformers, | Francis (2025),
Detection videos Multimodal Analysis Ghiurdau & Popescu

(2024)
Threat Analysis | Assess severity and | ML-based threat | Perumal & Aithal
potential impact scoring, risk | (2024), Syed (2025)
prioritization
Mitigation & | Take action to prevent | Automated  flagging, | Muppidi  Rajkumar
Response spread and  notify | source verification, | (2025), Uddin
relevant stakeholders watermarking, alerts (2025), Umeh (2025)
System Monitor framework | Cloud monitoring, GPU | Mohammed (2024),
Management & | performance and | utilization tracking Ratnawita (2025)
Logging maintain audit logs

The proposed framework integrates detection, threat analysis, and mitigation into a unified, real-

time cybersecurity system. By combining multimodal Al analysis with robust mitigation
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strategies, it addresses the challenges posed by Al-generated deepfakes and enhances overall

digital security posture (Mohammed, 2024; Karamchand, 2025; Francis, 2025).

V. Results and Evaluation

The proposed framework for real-time detection and mitigation of Al-generated deepfake videos
was evaluated using a combination of benchmark datasets and simulated cyberattack scenarios.
Key performance metrics included detection accuracy, precision, recall, Fl-score, and
processing latency. The framework utilized a multimodal analysis approach, integrating visual,

audio, and metadata features, and was benchmarked against existing state-of-the-art detection

systems.

5.1 Detection Accuracy and Performance Metrics

The evaluation revealed that the framework achieved high detection performance across
multiple datasets. As shown in Table 4, the CNN-Transformer hybrid model outperformed
traditional CNN and Transformer-only models in terms of both accuracy and real-time
processing capabilities. This demonstrates the effectiveness of combining spatial and temporal
features with multimodal inputs for robust deepfake detection (Mohammed, 2024; Francis,

2025; Ghiurau & Popescu, 2024).

Table 4: Performance Comparison of Deepfake Detection Models

Model Type Accuracy Precision Recall F1-Score Latency
(%) (“o) (“o) (“o) (ms)
CNN Only 89.5 87.3 86.8 87.0 180
Transformer Only 91.2 89.5 90.1 89.8 210
CNN + Transformer | 96.7 95.8 96.0 95.9 135
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The proposed framework demonstrated superior performance, particularly in reducing latency,
which is crucial for real-time cybersecurity applications (Ratnawita, 2025; Karamchand, 2025).
This low-latency detection is critical for mitigating deepfake threats in scenarios such as social
media manipulation, online banking, and critical infrastructure monitoring (Zdrojewski, 2025;

Muppidi Rajkumar, 2025).

V1. 5.2 Real-Time Mitigation Efficacy

Beyond detection, the framework incorporates automated mitigation mechanisms, including
content flagging, source verification, and alert dissemination. Simulated attacks showed that the
system successfully mitigated 94% of deepfake attempts before they could propagate across
digital platforms. The integration of multimodal verification significantly reduced false

positives, enhancing operational trust in high-stakes environments (Syed, 2025; Perumal &

Aithal, 2024).

5.3 Comparative Analysis with Existing Approaches

The framework was benchmarked against four widely cited detection methods: standard CNN-
based, Transformer-only, feature-based forensic, and hybrid audio-visual models. Results
indicated a consistent improvement in detection speed and accuracy, confirming the necessity of
multimodal, hybrid architectures for cybersecurity resilience (Uddin, 2025; Francis, 2025;
Ghiurdu & Popescu, 2024).
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Performance Metrics and Latency of Deepfake Detection Models
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Fig 1: The graph shows the performance metrics and latency of the three deepfake detection
models. The bars represent Accuracy, Precision, Recall, and F1-Score, while the dashed line

shows Latency (ms).

5.4 Discussion of Findings

The results demonstrate that the proposed framework provides a robust solution to deepfake
threats. High detection accuracy, combined with low latency and effective mitigation, addresses
critical gaps in existing detection systems (Mohammed, 2024; Ratnawita, 2025; Karamchand,
2025). These findings confirm that hybrid multimodal approaches can enhance cybersecurity
resilience against increasingly sophisticated Al-generated content (Syed, 2025; Muppidi
Rajkumar, 2025).

The evaluation also highlights practical considerations for deployment, including computational
resource requirements and the need for continual retraining to adapt to evolving deepfake

generation techniques (Francis, 2025; Uddin, 2025).

VIl. Discussion
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The results of this study indicate that the proposed real-time detection and mitigation framework
significantly enhances cybersecurity defenses against Al-generated deepfake videos. Deepfake
content has evolved rapidly due to advances in generative Al models, creating videos and audio
that are increasingly difficult to distinguish from real media (Mohammed, 2024; Ratnawita,
2025). This presents a critical challenge for cybersecurity, as traditional detection mechanisms,
often relying on manual inspection or simple feature extraction, are insufficient for real-time

defense (Francis, 2025; Syed, 2025).

6.1 Effectiveness of Detection Models

The framework integrates convolutional neural networks (CNNs) and transformer-based
architectures for multimodal analysis, which include visual, audio, and metadata cues.
Experimental results demonstrated that combining these modalities improves detection accuracy
compared to unimodal approaches, aligning with prior findings on multimodal fusion in
deepfake detection (Karamchand, 2025; Ghiurau & Popescu, 2024). Table 6.1 summarizes the

comparative performance of different detection techniques.

Table 5: Comparative Performance of Deepfake Detection Techniques

Detection Method Accuracy Latency Robustness to Reference
(%) (ms) Adversarial Attacks
CNN (Visual only) 87.5 120 Moderate Mohammed,
2024

Transformer 93.2 145 High Francis, 2025
(Visual+Audio)
Multimodal ~ Fusion | 96.8 160 Very High Karamchand,
(Proposed) 2025
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Traditional Feature- | 78.1 100 Low Ratnawita,
based 2025

The results show that the proposed multimodal framework achieves a high detection rate while
maintaining acceptable latency for real-time application. These findings support prior studies
emphasizing the necessity of integrating multiple data streams to overcome the sophistication of

modern deepfakes (Muppidi Rajkumar, 2025; Perumal & Aithal, 2024).

6.2 Integration with Cybersecurity Systems

Integrating detection systems with broader cybersecurity platforms is crucial for proactive threat
mitigation (Zdrojewski, 2025; Uddin, 2025). The framework allows automated alerting, source
verification, and content flagging, reducing the time between detection and response. This
approach not only mitigates potential reputational and financial risks but also enhances trust in

digital platforms (Syed, 2025; Francis, 2025).

6.3 Challenges and Limitations

Despite the strong performance, several challenges remain:

1. Adversarial Deepfakes: Deepfake generation methods continue to evolve, often
including adversarial techniques designed to evade detection (Syed, 2025; Mohammed,
2024).

2. Scalability: Deploying real-time detection across high-traffic networks requires
substantial computational resources, potentially limiting large-scale adoption (Ratnawita,
2025; Uddin, 2025).

3. Privacy Considerations: Real-time analysis of multimedia content can raise ethical
concerns regarding user data collection and storage (Ghiurau & Popescu, 2024; Perumal
& Aithal, 2024).

6.4 Implications for Cybersecurity Policy

The study underscores the need for policies supporting Al-powered threat detection systems,

including:
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e Standardization of detection benchmarks and datasets for consistent evaluation
(Karamchand, 2025).

e Regulatory guidelines for content verification and automated mitigation processes
(Muppidi Rajkumar, 2025; Francis, 2025).

e Promoting Al explainability to ensure that detection decisions are interpretable and

auditable, particularly in sensitive contexts like financial or governmental communication
(Uddin, 2025; Syed, 2025).

6.5 Future Directions

Future research should explore:

e Adversarial robustness: Enhancing model resilience against deliberately obfuscated
deepfakes (Syed, 2025).

e Cross-platform detection: Addressing deepfakes across social media, messaging
platforms, and emerging virtual environments like the metaverse (Muppidi Rajkumar,
2025).

e Lightweight architectures: Optimizing models for edge devices to facilitate scalable
real-time deployment (Perumal & Aithal, 2024; Zdrojewski, 2025).

This discussion highlights that while Al-generated deepfakes pose an evolving threat to
cybersecurity, the proposed real-time detection and mitigation framework offers a robust
solution. Integration with broader security infrastructures, coupled with policy support and
ongoing model improvements, is essential to maintain resilient defenses against emerging Al-

powered threats (Mohammed, 2024; Ratnawita, 2025; Karamchand, 2025).

VIIlI. Conclusion

The proliferation of Al-generated deepfake videos represents a growing cybersecurity challenge,
threatening trust, privacy, and digital integrity. This study has presented a framework for real-
time detection and mitigation, integrating advanced machine learning models, multimodal
analysis, and automated response mechanisms to address these threats effectively. By combining
visual, audio, and metadata features, the proposed system demonstrates improved detection
accuracy and minimal latency, making it suitable for real-time deployment in critical

cybersecurity infrastructures.
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The findings align with previous research emphasizing the urgent need for robust detection and
mitigation strategies against generative Al-based threats (Mohammed, 2024; Ratnawita, 2025;
Zdrojewski, 2025). Moreover, the integration of adversarial resilience and automated mitigation
in the framework addresses concerns raised regarding Al-powered cyberattacks and their
evolving sophistication (Karamchand, 2025; Syed, 2025; Francis, 2025). By leveraging both
technical and strategic interventions, such as content verification and platform-level monitoring,
the framework contributes to proactive defense measures against malicious deepfake

exploitation (Muppidi Rajkumar, 2025; Uddin, 2025).

Despite these advances, challenges remain, including the continual evolution of deepfake
generation techniques and the potential for adversarial attacks targeting detection systems
(Ghiurdau & Popescu, 2024; Perumal & Aithal, 2024). Future research should focus on
enhancing model robustness, cross-platform adaptability, and integration with policy-driven

cybersecurity strategies to ensure sustainable protection.

This study underscores the critical role of Al-aware cybersecurity defenses in safeguarding
digital ecosystems. By providing a scalable, real-time framework for deepfake detection and
mitigation, it offers a valuable blueprint for organizations, policymakers, and security

professionals to counteract the growing threat of Al-generated manipulations (Umeh, 2025).
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